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Legal & Ethical Compliance
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At Kaabil, we recognize both risks and potentials of AI, we proforce for
education—and we commit to harnessing it responsibly. Our AI Policy aligns
with India’s DPDPA principles, and global best practices. It ensures every AI
feature we build is safe, fair, and transparent, empowering learners and
educators alike.

All AI systems adhere to India’s DPDP Act requirements (consent,
purpose‑limitation, data protection), and are designed with an eye toward
upcoming trust and policy standards.
Every new AI feature passed a lightweight “AI Compliance Checklist” before
launch, ensuring legal, privacy, and ethical criteria are met.

Purpose‑Limited Use
AI capabilities are restricted solely to learning tasks—question generation,
hint delivery, progress analysis—never repurposed for non‑educational or
surveillance uses.
We enforce “capability gates” at the code level to prevent unintended access
to AI endpoints beyond their approved scope.

Fairness & Non‑Discrimination
Automated metrics run daily. Alerts trigger whenever bias thresholds are
exceeded.
Our datasets and model training processes actively incorporate unbiased
data sets to prevent unfair outcomes.

Transparency & Explainability
Every AI recommendation or score is accompanied by a rationale. 
We maintain teacher‑friendly docs on how our AI works, including model
versions, key parameters, and evaluation results.

Data Privacy & Security
AI training and inference use only data for which users have given explicit
consent.
 All data are encrypted.
For highly sensitive flows—such as personalized feedback—we employ
on‑device inference to minimize data exposure.
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Human Oversight & Accountability
AI outputs are always advisory. Teachers can accept, modify, or reject
suggestions or any question generated before they reach learners.
A panel of educators, technical, and legal experts review model updates,
incidents, and policy compliance. 
Prior to release, every AI component undergoes a formal “Risk & Impact
Assessment” that scores potential harms (e.g., misgrading).

Reporting & Review
If you identify any AI behavior that concerns you, please report it confidentially
to lakshita@kaabil.me. We will investigate all reports and publish a summary
of findings and necessary measures for improvements will be provided.



Contact

Kaabil’s AI Policy is a living
document. 

We review and update it as we
update our model as needed and
when regulations evolve. 

Significant changes will be
communicated 10 days before
taking effect.

Thank you for partnering with us
as we build the AI that is safe,
responsible, and transparent.

www.kaabil.me
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